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1
TRANSPORTABLE PRIVATE CLOUD
COMPUTING PLATFORM AND ASSOCIATED
METHOD OF USE

FIELD OF INVENTION

The present invention relates generally to cloud comput-
ing, and in particular to system administrator assisted cre-
ation, operation, and management of a private cloud on a
transportable private cloud computing platform.

BACKGROUND OF THE INVENTION

Cloud computing is the delivery of computing as a service
rather than a product, whereby resources, software, and infor-
mation are provided to computers and other devices as a
utility over a network. Typically, cloud computing services
are offered by cloud computing service providers on a pay-
per-usage basis. Cloud computing has evolved into multiple
deployment models, including public clouds, community
clouds, and private clouds. A “public cloud” is a model where
a service provider makes resources, such as software appli-
cations and storage, available to the general public. A “com-
munity cloud” shares infrastructure between several organi-
zations from a specific community with common concerns. A
“community cloud” may be hosted by a third party or hosted
internally or externally by the specific community. A “private
cloud” is infrastructure operated solely for a single organiza-
tion or restricted group of users. A “private cloud” may be
hosted by a third party or hosted internally or externally by the
specific community whether managed internally or by a third-
party and hosted internally or externally by the single orga-
nization or restricted group of users.

There are a number of challenges associated with relying
on a public or community cloud computing environment.
First, data governance is hindered by the use of public or
community cloud computing providers that may or may not
guarantee the safety and security of data stored in the provid-
er’s cloud. Second, public or community cloud computing
providers lack resource management capabilities which
allow a system administrator to scale resource utilization
based on server load and software application usage. Third,
network latency associated with using a public or community
cloud computing environment may make the cloud sluggish
and cumbersome. Fourth, system administrators may find
themselves at the mercy of a public or community cloud
computing provider because of poor reliability or low avail-
ability. Finally, there remains the looming issue of security on
the virtual servers that make up the public or community
environments. For these reasons, a system administrator is
well-advised to seek a private cloud solution in an attempt to
overcome some or all of these challenges associated with
relying on a public or community cloud computing environ-
ment.

The creation of a private cloud solution requires a knowl-
edge set not normally available to the average system admin-
istrator. The implementation process may be a timely and
frustrating process replete with opportunities for making mis-
takes or introduction of errors, which will terminate the pro-
cess or lead to a less that optimal cloud instance. For these
reasons, a method of'initializing a transportable private cloud
computing platform is desirable.

Once a private cloud solution has been created, system
administrators need the capability of migrating software
applications to the cloud in order to make use of the available
cloud resources. Traditionally, a system administrator takes
inventory of local software applications and selects candi-
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2

dates for migration to the cloud. For these reasons, a method
of migrating software applications to a transportable private
cloud computing platform is desirable.

A typical cloud computing environment is established
within the confines of a server room, data warehouse, or other
similar physical structure within a cloud computing facility.
In the event of a natural disaster, these cloud computing
environments are vulnerable to degraded performance and
even total loss. It is common practice for a host of a cloud
computing environment to engage in contingency planning,
which may consist of full-scale disaster recovery, failover
capabilities, and system redundancy. A problem with this
type of planning is the requirement of a full-scale or nearly
full-scale replica of the cloud computing environment in a
different location. A mobile cloud computing platform is
desirable to reduce or eliminate the need for a full-scale
replica of a cloud computing environment in case of natural
disaster or other interruption of service at the primary cloud
computing facility. In the event of an imminent natural disas-
ter, the mobile cloud computing platform may be relocated to
avoid an interruption in service.

It may also be desirable to create a cloud computing envi-
ronment in a remote or inhospitable location. Traditional
cloud computing service providers would be inadequate due
to lack of network connectivity and network latency. A
mobile cloud computing platform could be deployed to such
a location and a private cloud environment could be instanti-
ated to provide cloud services to a limited geographic area.

The present invention is directed to overcoming one or
more of the problems set forth above.

SUMMARY OF THE INVENTION

This section provides a general summary of the disclosure,
and is nota comprehensive disclosure of'its full scope orall of
its features. The present invention is directed at a transport-
able private cloud computing platform.

An aspect of this invention provides a transportable private
cloud computing platform, that includes at least one rack with
sufficient storage capacity to hold hardware components nec-
essary to run a private cloud instance, at least two servers
mounted on the rack that are capable of hosting private cloud
operating systems, software applications and data storage,
wherein the at least one of the at least two servers includes a
system management server that utilizes system management
software for managing the physical resources, the virtual
server instances, and the software, an interface device that
allows a system administrator to interact with the private
cloud instance and the interface device provides guidance to
the system administrator to create and administer a fully
configured and operational private cloud that is connected to
the at least two servers, at least one network switch mounted
on the rack, and a power supply circuit capable of distributing
power to the at least two servers, the interface device and the
at least one network switch.

Another aspect of this invention provides a method of
initializing a transportable private cloud computing platform,
which includes applying power to a power supply circuit of a
transportable private cloud computing platform, which also
includes a rack, an interface device, at least two servers, at
least one cloud computing operating system, and at least one
network switch, activating a graphical user interface on the
interface device, utilizing the interface device to provide que-
ries to the system administrator so that a particular cloud
computing operating system may be selected from the at least
one cloud computing operating systems, starting the selected
cloud computing operating system that operates as a private
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cloud, utilizing the interface device to request required keys
from a system administrator, initiating a cloud operating sys-
tem virtualizer, utilizing the interface device to allow a system
administrator to enter the IP range of addresses, each of the [P
addresses representing one of the at least two servers, to be
integrated into the private cloud, locating and initializing, if
not already initialized, each system administrator-selected
server with the selected cloud computing operating system,
incorporating the physical resources of each server of the at
least two servers into the private cloud, utilizing the interface
device to provide queries to the system administrator so that
virtual server information is entered, and then creating the
virtual servers.

Another aspect of this invention provides a method of
migrating software applications to a transportable private
cloud computing platform, which includes utilizing an inter-
face device to allow a system administrator to invoke a soft-
ware application migration system, searching for software
applications that are available to be migrated to the private
cloud computing platform, presenting a list of software appli-
cations that are available to be migrated to the private cloud
computing platform, selecting an software application from
the list of software applications that are available to be
migrated to the private cloud computing platform, the
selected software application becoming the migrating soft-
ware application, resourcing the correct virtual server con-
figuration on the private cloud computing platform to accom-
modate the migrating software application, migrating the
software application to the private cloud computing platform;
and migrating any software application data of the migrating
software application to the private cloud computing platform,
where the private cloud computing platform is transportable.

These are merely some of the innumerable aspects of the
present invention and should not be deemed an all-inclusive
listing of the innumerable aspects associated with the present
invention. These and other aspects will become apparent to
those skilled in the art in light of the following disclosure and
accompanying drawings. The description and specific
examples in this summary are intended for purposes of illus-
tration only and are not intended to limit the scope of the
present disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

The drawings described herein are for illustrative purposes
only of selected embodiments and not all possible implemen-
tations, and are not intended to limit the scope of the present
disclosure. For a better understanding of the present inven-
tion, reference may be made to the accompanying drawings in
which:

FIG. 1 is a front elevational view of a preferred illustrative,
but nonlimiting, embodiment of a transportable private cloud
computing platform in accordance with the present invention;

FIG. 2 shows multiple views of preferred illustrative, but
nonlimiting, embodiments of a transportable private cloud
computing platform in accordance with the present invention;

FIG. 3 shows two different rack sizes for a transportable
private cloud computing platform in accordance with the
present invention;

FIG. 4 shows two adjoining racks in one transportable
private cloud computing platform in accordance with the
present invention;

FIG. 5 shows an interface device in accordance with the
present invention;

FIG. 6 shows several transit cases in accordance with the
present invention;
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FIG. 7 shows a stand-alone transportable private cloud
computing platform in accordance with the present invention;

FIG. 8 shows a mobility mechanism in accordance with the
present invention;

FIG. 9 shows a resizable removably attached transit case
accordance with the present invention;

FIG. 10 shows various combinations of private cloud
instances and transportable private cloud computing plat-
forms in accordance with the present invention;

FIG. 11 shows a transportable private cloud computing
platform with a wireless network and connected to a public
cloud in accordance with the present invention;

FIG. 12 shows a table with representative software com-
ponents of a transportable private cloud computing platform
in accordance with the present invention;

FIG. 13 shows a flow diagram of a private cloud initializa-
tion process in accordance with the present invention;

FIG. 14 shows a flow diagram of a private cloud software
application migration process in accordance with the present
invention; and

FIG. 15 shows a flow diagram of a private cloud combined
sequential process in accordance with the present invention.

Reference characters in the written specification indicate
corresponding items shown throughout the drawing figures.

DETAILED DESCRIPTION OF THE INVENTION

In the following detailed description, numerous specific
details are set forth in order to provide a thorough understand-
ing of the invention. However, it will be understood by those
skilled in the art that the present invention may be practiced
without these specific details. In other instances, well-known
methods, procedures, and components, e.g., devices, have not
been described in detail so as to obscure the present invention.

The following list of definitions are provided in order to
ensure a consistent understanding of terms used throughout
this disclosure: a “system administrator” is a person who
interfaces with the transportable private cloud computing
platform to instantiate and configure a private cloud comput-
ing environment as well as manage and maintain the
resources of the private cloud; a “user” is a person or entity
that connects to the transportable private cloud computing
platform and utilize cloud computing resources; “rugge-
dized” means that the unit is designed with protection against
rough use or rough environments; and “transportable” means
movable as a singular unit.

An illustrative, but nonlimiting, embodiment of a trans-
portable private cloud computing platform in accordance
with the principles of this invention is indicated generally as
100 in FIG. 1. The transportable private cloud computing
platform 100 has at least one rack 101 with sufficient storage
capacity to hold the hardware components or devices neces-
sary to run a private cloud instance, as described below. In the
illustrative, but nonlimiting, embodiment shown in FIG. 1,
the at least one rack 101 is a sixteen (16) RU rack. The at least
one rack 101 is mounted in a removably attached transit case
108. The transportable private cloud computing platform 100
has a plurality of servers 102 mounted on the at least one rack
101 and capable of hosting private cloud operating systems,
software applications and data storage.

In the illustrative, but nonlimiting, embodiment shown in
FIG. 1, the plurality of servers 102 is comprised of six (6)
servers. Five (5) of the plurality of servers 102 are 2U x86
servers 103 with dual socket motherboards. Each of the 2U
x86 servers 103 has two (2) CPUs with a minimum of twelve
(12) cores, a minimum of One Hundred and Twenty-eight
(128) Gigabyte (GB) of memory, at least eight (8) terabyte
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(TB) of attached storage, and at least two (2) Bb Network
Interface Cards (NICs). In the transportable private cloud
computing platform 100, at least one of a number of servers
102 is a system management server 104 that utilizes system
management software for managing any physical resources,
any virtual server instances, and any software applications of
the transportable private cloud computing platform 100. In
the illustrative, but nonlimiting, embodiment shown in FIG.
1, a system management server 104 is a 1U server with a
single two-core CPU, at least eight gigabyte (GB) of memory,
at least 500 gigabyte (GB) of storage and at least two one (1)
gigabyte (Gb) Network Interface Cards (NICs).

The transportable private cloud computing platform 100
has an interface device 105 mounted on the at least one rack
101 that allows a system administrator to interact with the
private cloud instance and the interface device provides guid-
ance to the system administrator to create and administer a
fully configured and operational private cloud. The interface
device 105 may also be referred to as an “interface compo-
nent” in some embodiments. In the illustrative, but nonlimit-
ing, embodiment shown in FIG. 1, the interface device 105
has a combination keyboard, video, and mouse (KVM)
switch which is used, in conjunction with an attached key-
board, video, and mouse, to facilitate input and output
between the transportable private cloud computing platform
100 and a system administrator via a graphical user interface
(GUI). The transportable private cloud computing platform
100 has at least one network switch 106 mounted on the at
least one rack 101. In the illustrative, but nonlimiting,
embodiment shown in FIG. 1, the at least one network switch
106 may include two twelve (12) port or twenty-four (24) port
Gigabit Ethernet Switches with 10 Gigabit up-links. The
transportable private cloud computing platform 100 has a
power supply circuit 107 capable of distributing power to the
components of the private cloud. In the illustrative, but non-
limiting, embodiment shown in FIG. 1, the power supply
circuit 107 is a UPS.

A key aspect of the transportable private cloud computing
platform 100 is that all of the enumerated components and/or
devices necessary to create a private cloud instance are
bundled into a singular unit, and that singular unit is trans-
portable. The “transportable” aspect of the transportable pri-
vate cloud computing platform 100 is that it be movable as a
singular unit. For example, it is not necessary to strip the
components and/or devices from the at least one rack 101 or
remove the rack from the removably attached transit case 108
before moving the transportable private cloud computing
platform 100.

The transportable private cloud computing platform 100
may take on many forms and configurations. The prime
mover of the transportable private cloud computing platform
100 may vary as shown in FIG. 2. FIG. 2 shows several
different preferred illustrative, but nonlimiting, embodiments
of the transportable private cloud computing platform 100.
The desktop transportable private cloud computing platform
201 is sufficiently small and lightweight that a person could
transport it. The rack transportable private cloud computing
platform 202 has much greater capacity than the desktop
transportable private cloud computing platform 201. The rug-
gedized transportable private cloud computing platform 203
is a more durable solution designed to withstand outdoor
conditions. The modular transportable private cloud comput-
ing platform 204 is designed to be moved in much the same
way that a shipping container would be moved, deployed in
an outdoor environment, and fit in a parking space. The
mobile transportable private cloud computing platform 205 is
designed to be moved by a transport truck or similar vehicle.
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The transportable private cloud computing platform 100
provides one or more private cloud instances. The transport-
able private cloud computing platform 100 provides the infra-
structure necessary to operate one or more private clouds for
a single organization or restricted group of users. As such, the
transportable private cloud computing platform 100 will have
access controls in place to restrict access to the private cloud
to a limited number of users.

The transportable private cloud computing platform 100 is
a computing platform, meaning that it has the hardware archi-
tecture and a software framework necessary to instantiate and
run at least one private cloud instance. The specific form of
the hardware architecture and software framework of a trans-
portable private cloud computing platform 100 may vary, as
described in the following paragraphs.

The rack 101, where there is at least one rack, may take on
many forms, as the form of the rack 101, by itself, is not a
central feature of this invention. In FIG. 1, therack 101 isa 16
RU rack. The desktop transportable private cloud computing
platform 201 will contain a small rack, which is a small
form-factor rack with enough capacity to host the essential
elements of the transportable private cloud computing plat-
form 100. The modular transportable private cloud comput-
ing platform 204 and mobile transportable private cloud com-
puting platform 205 may contain a rack or racks of much
greater form factor.

FIG. 3 illustrates a small form factor rack 301 embodied in
the desktop transportable private cloud computing platform
201. A large form factor rack 302 is embodied in the modular
transportable private cloud computing platform 204. Refer-
ring now to FIG. 4, the at least one rack 101 is embodied in
two large form factor racks 302 staged side-by-side inside the
mobile transportable private cloud computing platform 205.
If the at least one rack 101 consists of more than one rack, the
arrangement of the racks may vary.

The plurality of servers 102 may take on many forms, as the
form of the number of servers 102, by themselves, are not a
central feature of this invention. The only requirement is that
the plurality of servers 102 be capable ofhosting private cloud
operating systems, software applications, and data storage.
As private cloud operating systems and software applications
continue to evolve, data storage needs continue to increase,
and server technology advances, it is envisioned that the
servers making up the plurality of servers 102 will be
upgraded or swapped out. The servers making up the plurality
of servers 102 will take on greater processing capacity,
greater processing speed, greater random access memory
(RAM), greater storage, improved network interface cards
(NICs), and other improvements.

The system management server 104 could be any of the
plurality of servers 102. The system management server 104
provides the cloud management software tools and resources
for a system administrator to manage the resources of the
transportable private cloud computing platform 100.

The interface device 105 may also take on many forms. The
interface device 105 is the mechanism by which the system
administrator interacts with the transportable private cloud
computing platform 100. The interface device 105 requires
software and physical elements to facilitate input and output
between a system administrator and the transportable private
cloud computing platform 100. The interface device 105
shown in FIG. 1 is a KVM, but the particular software used to
manage virtual servers may change over time. The interface
device 105 has a graphical user interface (GUI), which is
intended to provide step-by-step guidance to enable a novice
system administrator with no cloud technical experience to
initialize, configure, and manage a private cloud computing
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environment. The graphical user interface (GUI) of the inter-
face device 105 may run on any of the plurality of servers 102,
but most likely it runs on the system management server 104.
In addition, the system management server 104 may run both
system management software and interface device 105 soft-
ware. The graphical user interface (GUI) for the system man-
agement server 104 may be the same graphical user interface
(GUI) that is used for the interface device 105. It is expected
that a system administrator will plug in a keyboard, video
monitor, and mouse to the interface device 105 as shown in
FIG. 5.

The atleast one network switch 106 may also take on many
forms, as the form of'the at least one network switch 106 is not
a central feature of this invention. It is envisioned that the at
least one network switch 106 may be upgraded or swapped
out at any time better technology is available.

The power supply circuit 107 may also take on many
forms. In a preferred illustrative, but nonlimiting, embodi-
ment, the power supply circuit 107 is an uninterruptable
power supply. In another illustrative, but nonlimiting,
embodiment, the power supply circuit is standard 110-volt
alternating current (AC) circuit fed through a standard power
cord. In another illustrative, but nonlimiting, embodiment,
there are several redundant 110-volt alternating current (AC)
plugs and one of several redundant rectifier units convert the
power to forty-eight (48) volts direct current (DC). The direct
current (DC) voltage is desirable because it is more efficient,
increases the reliability of the server, and cuts down on the
noise because the fans and heat sinks may be eliminated. In
yet another illustrative, but nonlimiting, embodiment, power
is supplied by a generator. It is envisioned that any voltage-
producing source may be used to supply power to the trans-
portable private cloud computing platform 100.

In any of the illustrative, but nonlimiting, embodiments of
the transportable private cloud computing platform 100, and
illustrated in FIG. 2, the transportable private cloud comput-
ing platform 100 has a removably attached transit case 108
over the at least one rack 101 to protect the interior compo-
nents. The removably attached transit case 108 could be made
of any material and be any shape so long as it is capable of
protecting the interior components and allowing the trans-
portable private cloud computing platform 100 to function
properly. The removably attached transit case 108 may be a
hardened transit case. The hardened transit case may be made
of metal, plastic, or any other hardened material. In some
illustrative, but nonlimiting, embodiments, the removably
attached transit case 108 is waterproof and/or water-resistant.
In some illustrative, but nonlimiting, embodiments, the
removably attached transit case 108 is heat-resistant and/or
fire-resistant. The removably attached transit case 108 should
cover the top and sides of the transportable private cloud
computing platform 100. The transit case does not necessarily
need to cover the front, back, or bottom of the transportable
private cloud computing platform 100, though it could. The
removably attached transit case 108 may be comprised of
several components, where all the components and/or devices
are attached to the transportable private cloud computing
platform 100 to protect it during transport. The removably
attached transit case 108 may have openings for ventilation or
for attachment of external components and/or devices such as
a power cord or keyboard.

In FIG. 6, an illustrative, but nonlimiting, embodiment of
the removably attached transit case 108 is a plastic hardened
transit case 601. In some illustrative, but nonlimiting,
embodiments, the plastic hardened transit case 601 has a
removable front cover 602, which may be detached at any
time. In another illustrative, but nonlimiting, embodiment,
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the removably attached transit case 108 is a metal hardened
transit case 603. In some illustrative, but nonlimiting,
embodiments, the metal hardened transit case 603 has an
entry door 604.

In an illustrative, but nonlimiting, embodiment, the trans-
portable private cloud computing platform 100 is ruggedized,
as shown in FIG. 2. The ruggedized transportable private
cloud computing platform 203 is designed specifically to
withstand outdoor conditions, but the other illustrative, but
nonlimiting, embodiments shown in FIG. 2 may be modified
to be ruggedized as well. A transportable private cloud com-
puting platform 100 that has been ruggedized has some addi-
tional feature, added as protection, to allow it to withstand
rough handling or rough environments. The additional fea-
ture added to a transportable private cloud computing plat-
form 100 to make it ruggedized may be waterproofing, water
resistance, padding, durable components, or a variety of other
features that add protection. In some illustrative, but nonlim-
iting, embodiments, the additional ruggedizing feature is a
plurality of servers 102 that have been modified to withstand
impacts and rough handling. In an illustrative, but nonlimit-
ing, embodiment shown in FIG. 6, the transportable private
cloud computing platform 100 has a plastic hardened transit
case 601, which make is ruggedized.

In an illustrative, but nonlimiting, embodiment, the trans-
portable private cloud computing platform 100 is a stand-
alone unit. A “stand-alone unit” means that the transportable
private cloud computing platform 100 has all of the compo-
nents, software, and power supply needed to operate indepen-
dently of any other systems. In this illustrative, but nonlimit-
ing, embodiment, nothing is required to be attached or
integrated with the transportable private cloud computing
platform 100 in order for it to instantiate a private cloud. An
input/output device for use by a system administrator may be
built into the transportable private cloud computing platform
100. A power supply or a power generation means may be
built into the transportable private cloud computing platform
100. FIG. 7 illustrates a transportable private cloud comput-
ing platform 100 with a built in keyboard, monitor, and mouse
701 and a battery pack 702.

In an illustrative, but nonlimiting, embodiment, the trans-
portable private cloud computing platform 100 has a remov-
ably attached mobility mechanism to allow for ease of mobil-
ity. An illustrative, but nonlimiting, embodiment of the
mobility mechanism is shown in FIG. 8. The removably
attached mobility mechanism, as shown in FIG. 8, is a set of
four (4) wheels 801. The removably attached mobility mecha-
nism could be in the form of four wheels 801, rollers, a
tri-track chassis, an amphibious hull, or any other mechanism
that will allow the transportable private cloud computing
platform 100 to be moved without lifting.

In a illustrative, but nonlimiting, embodiment, the trans-
portable private cloud computing platform 100 has a resizable
removably attached transit case 108, allowing for a larger or
additional at least one rack 101. FIG. 9 illustrates a modular
transportable private cloud computing platform 204 with an
additional rack added. The advantage of having a resizable
removably attached transit case 108 is to allow for easy scal-
ability as computing needs change.

In an illustrative, but nonlimiting, embodiment, there is
more than one private cloud instance running on a single
transportable private cloud computing platform 100. It is
envisioned that several of the embodiments illustrated in FIG.
2 will have more than one rack to form the at least one rack
101 of the single transportable private cloud computing plat-
form 100, and each rack will have all the components and/or
devices necessary to instantiate a separate private cloud
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instance. Shown in FIG. 10, a mobile transportable private
cloud computing platform 205 is a transportable private cloud
computing platform 100 running two private cloud instances
1001.

In another illustrative, but nonlimiting, embodiment, more
than one transportable private cloud computing platform 100
may be joined to create a single private cloud instance. In F1G.
10, two rack transportable private cloud computing platforms
202 are joined to create a single private cloud instance 1002.

In an illustrative, but nonlimiting, embodiment, the trans-
portable private cloud computing platform 100 creates and
maintains a wireless network. As shown in FIG. 11, a rugge-
dized transportable private cloud computing platform 203 has
been deployed and maintains a secure wireless network 1101
to enable users to connect from anywhere within the range of
the wireless network. It is envisioned that an antenna may be
attached to a transportable private cloud computing platform
100 for additional range.

In an illustrative, but nonlimiting, embodiment, the trans-
portable private cloud computing platform 100 is connected
to a public or community cloud. The connection is limited so
that the transportable private cloud computing platform 100
may exchange data with the public or community cloud, but
is not part of the public or community cloud. In FIG. 11, a
ruggedized transportable private cloud computing platform
203 has been deployed and is connected to a public cloud
1102 in order to query a database 1103 in the public cloud.

In order to be operational, the transportable private cloud
computing platform 100 must have software installed to
enable it to perform the functions of instantiating a private
cloud, migrating software applications to the cloud, and man-
aging cloud resources. FIG. 12 is a table of representative
software components. Most, if not all, of these software com-
ponents may be current off-the-shelf software (COTS). The
graphical user interface (GUI) 1201 is a software component
that, among other things, allows the system administrator to
interact with the transportable private cloud computing plat-
form 100. VMware vSphere 1202 is a software component
that, among other things, allows a system administrator to
create a private cloud instance. VMware vDirector 1203 is a
software component that, among other things, allows a sys-
tem administrator to manage infrastructure-as-a-service from
the cloud. VMware vCenter 1204 is a software component
that, among other things, allows a system administrator to
manage virtualizations in the cloud. CA AppLogic 1205 is a
software component that, among other things, allows a sys-
tem administrator to integrate, monitor, and scale software
applications and cloud infrastructure. EM7 System Manage-
ment 1206 is a software component that, among other things,
allows for cloud resource monitoring. Ni2 1207 is a software
component that, among other things, allows the system
administrator to build and maintain an inventory of all cloud
physical and virtual resources. CA RSI 1208 is a software
component that, among other things, implements user
authentication. Not all of these software components are nec-
essary to operate the transportable private cloud computing
platform 100. The transportable private cloud computing
platform 100 needs to have a GUI, and software to enable a
system administrator to instantiate a private cloud.

The methods of initializing the transportable private cloud
computing platform 100 and migrating software applications
to the transportable private cloud computing platform 100
will now be discussed with reference to the flowcharts in FIG.
13 and FIG. 14, respectively. In the description of the flow-
charts, the functional explanation marked with numerals in
angle brackets, <nnn>, will refer to the flowchart blocks
bearing that number.
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A feature of the transportable private cloud computing
platform 100 is that the interface device 105 provides step-
by-step guidance to enable a novice system administrator
with no cloud technical experience to create a fully config-
ured and operational private cloud, administer the cloud, allo-
cate virtual servers and manage the private cloud. The method
ofinitializing the transportable private cloud computing plat-
form 100 is shown in FIG. 13. The process starts <1301>
when the system administrator applies power to a power
supply circuit 107 of the transportable private cloud comput-
ing platform 100 <1302>, which activates the graphical user
interface (GUT) 1201 of the interface device 105 <1303>. The
graphical user interface (GUI) 1201 presents the system
administrator with a choice of cloud operating system and
queries the system administrator for a choice <1304>. Once
the system administrator chooses a cloud operating system
<1305>, the operating system is started <1306> to create a
private cloud instance.

The graphical user interface (GUI) 1201 then prompts the
system administrator to input required keys <1307>, and the
cloud operating system virtualizer is initiated <1308>. The
graphical user interface (GUI) 1201 then prompts the system
administrator to enter the IP range of the plurality of servers
102 <1309>, and the cloud operating system finds each of the
plurality of servers 102 and initializes with the selected cloud
computing operating system <1310>, if ithasn’t already been
initialized. The physical resources of each server of the plu-
rality of servers 102 is then incorporated into the private cloud
<1311>. The graphical user interface (GUI) 1201 then
prompts the system administrator to provide virtual server
information <1312>, and the cloud operating system creates
the virtual servers <1313>. Once the virtual servers have been
created, the method of initializing the transportable private
cloud computing platform 100 is complete <1314>.

In an illustrative, but nonlimiting, embodiment of the
method of initializing the transportable private cloud com-
puting platform 100, the system administrator is required to
authenticate after the graphical user interface (GUI) 1201 of
the interface device 105 is activated. The system administra-
tor must provide valid credentials before the graphical user
interface (GUI) 1201 will present the system administrator
with a choice of cloud operating systems.

In an illustrative, but nonlimiting, embodiment of the
method of initializing the transportable private cloud com-
puting platform 100, the system administrator is presented
with a list of IP addresses, each of the IP addresses represent-
ing one of the plurality of servers, to be integrated into the
private cloud.

In an illustrative, but nonlimiting, embodiment of the
method of initializing the transportable private cloud com-
puting platform 100, the system administrator is allowed to
manually add or remove available transportable private cloud
computing platform resources.

A feature of the transportable private cloud computing
platform 100 is that the interface device 105 provides step-
by-step automated assistance a novice system administrator
in the execution of an automated assessment of a target physi-
cal server with running software applications to determine
what configuration a virtual server will need to run the soft-
ware application, establish a correctly configured virtual
server instance, and migrate the physical server application to
the virtual server instance. It is envisioned that the method of
migrating software applications to the transportable private
cloud computing platform 100 may be performed at any time
after the transportable private cloud computing platform 100
has been initialized.
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The method of migrating software applications to the
transportable private cloud computing platform 100 is shown
in FIG. 14. The process starts <1401> when a system admin-
istrator utilizes the interface device 105 to invoke a software
application migration system. The software application
migration system is normally built into the graphical user
interface (GUI) 1201, as part of the interface device 105, but
it could be embodied in commercial off-the-shelf (COTS)
software. The software application migration system offers
software application migration options to the system admin-
istrator <1402>. The system administrator is guided by the
software application migration system to search for software
applications that are available to be migrated to the transport-
able private cloud computing platform 100. In particular, the
system administrator may identify the IP address of a server
to be evaluated <1403> for software applications to migrate.

However, the software application migration system may
automatically search for and select a server for evaluation.
Once the server has been identified, the software application
migration system searches for software applications that are
candidates for migration <1404>. The software application
migration system evaluates each of these candidates for
migration <1405>, and additional information may be que-
ried from the system administrator <1406> to facilitate the
evaluation process. The software application migration sys-
tem presents a list of software applications that are available
to be migrated <1407>, and the system administrator selects
a software application from the list to be migrated to the
transportable private cloud computing platform 100 <1408>.
Once a software application is selected by the system admin-
istrator, the software application migration system resources
the correct virtual server configuration <1409> on the trans-
portable private cloud computing platform 100 to accommo-
date the migrating software application. The software appli-
cation migration system then migrates the migrating software
application to the transportable private cloud computing plat-
form 100 <1410>. Finally, any software application data of
the migrating software application is also migrated to the
transportable private cloud computing platform 100 <1411>.
This process may be repeated if there are more software
applications to be migrated from the same server <1414>. In
addition, this process may be repeated if there are more serv-
ers to evaluate for software applications to migrate <1415>.
Once all desired servers have been evaluated and all desired
software applications have been migrated from those servers,
the method of migrating software applications to the trans-
portable private cloud computing platform 100 is complete
<1416>.

In an illustrative, but nonlimiting, embodiment, the final
step is a test of the network connectivity <1412>, migrating
software application, and any migrating software application
data <1413>, before migration is complete. In another illus-
trative, but nonlimiting, embodiment, the software applica-
tion migration system is fully automated and does not require
human interaction with the interface device 105.

The method of initializing the transportable private cloud
computing platform 100 and method of migrating software
applications to the transportable private cloud computing
platform 100 may be performed in sequence, as shown in
FIG. 15. In FIG. 15, the method of initializing the transport-
able private cloud computing platform 100 is performed first,
followed immediately by the method of migrating software
applications to the transportable private cloud computing
platform 100.

In an illustrative, but nonlimiting, embodiment as shown in
FIG. 15, the method of initializing the transportable private
cloud computing platform 100 and method of migrating soft-
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ware applications to the transportable private cloud comput-
ing platform 100 are performed in sequence. The combined
sequential process starts <1501> when the system adminis-
trator applies power to a power supply circuit 107 of the
transportable private cloud computing platform 100 <1502>,
which activates the graphical user interface (GUI) 1201 of the
interface device 105 <1503>. After the graphical user inter-
face (GUI) 1201 of the interface device 105 is activated, the
system administrator is prompted for a user ID and password
<1504> for authentication. Once the system administrator
enters a valid user ID and password, the system administrator
is logged onto the graphical user interface (GUI) 1201
<1505>.

After the system administrator has logged onto the graphi-
cal user interface (GUI) 1201, the graphical user interface
(GUI) 1201 presents the system administrator with a choice
of cloud operating system and queries the system administra-
tor for a choice <1506>. Once the system administrator
chooses a cloud operating system <1507>, the operating sys-
tem is started <1508> to create a private cloud instance.

The graphical user interface (GUI) 1201 then prompts the
system administrator to input required keys <1509>, and the
cloud operating system virtualizer is initiated <1510>. The
graphical user interface (GUI) 1201 then prompts the system
administrator to enter the IP range of the plurality of servers
102 <1511>, and the cloud operating system finds each of the
plurality of servers 102 and initializes with the selected cloud
computing operating system <1512>, if ithasn’t already been
initialized. The physical resources of each server of the plu-
rality of servers 102 is then incorporated into the private cloud
<1513>. The graphical user interface (GUI) 1201 then
prompts the system administrator to provide virtual server
information <1514>, and the cloud operating system creates
the virtual servers <1515>. Once the virtual servers have been
created, the method of initializing the transportable private
cloud computing platform 100 is complete.

The system administrator may choose to immediately
execute the method of migrating software applications to the
transportable private cloud computing platform 100 after ini-
tialization. The second part of the combined sequential pro-
cess shown in FIG. 15 begins when the system administrator
utilizes the graphical user interface (GUI) 1201 to launch the
application migration system. The software application
migration system offers software application migration
options to the system administrator <1516>. The system
administrator is guided by the software application migration
system to search for software applications that are available to
be migrated to the transportable private cloud computing
platform 100. In particular, the system administrator may
identify the IP address of a server to be evaluated <1517> for
software applications to migrate.

Once the server has been identified, the software applica-
tion migration system searches for software applications that
are candidates for migration <1518>. The software applica-
tion migration system evaluates each of these candidates for
migration <1519>, and additional information may be que-
ried from the system administrator <1520> to facilitate the
evaluation process. The software application migration sys-
tem presents a list of software applications that are available
to be migrated <1521>, and the system administrator selects
a software application from the list to be migrated to the
transportable private cloud computing platform 100 <1522>.
Once a software application is selected by the system admin-
istrator, the software application migration system resources
the correct virtual server configuration <1523> on the trans-
portable private cloud computing platform 100 to accommo-
date the migrating software application. The software appli-
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cation migration system then migrates the migrating software
application to the transportable private cloud computing plat-
form 100 <1524>. Any software application data of the
migrating software application is also migrated to the trans-
portable private cloud computing platform 100 <1525>. The
correct network connectivity is created <1526>. A test is
conducted of the migrating software application, any migrat-
ing software application data, and the network <1527>,
before migration is complete.

The graphical user interface (GUI) 1201 then presents a list
of remaining applications that are candidates for migration
<1528>. If the system administrator desires to migrate more
applications from the list of available candidates <1529>, he
selects them from the list <1522> and the process continues
as described above. If the system administrator decides not to
migrate more applications or if there are no more available
candidate applications for migration <1529>, the method of
migrating software applications to the transportable private
cloud computing platform 100 is complete.

Finally, the graphical user interface (GUI) 1201 will
present the system administrator with the option of starting a
system management application <1530>. If the system
administrator chooses to start the system management appli-
cation <1531>, the system management application is initi-
ated <1532>. The graphical user interface (GUI) 1201 is then
sent to the background waiting to be summoned <1533>.
When summoned, the graphical user interface (GUI) 1201
will present to the system administrator the options oflaunch-
ing the application migration system or launching the system
management application <1534>. When the system adminis-
trator is finished migrating applications and adjusting physi-
cal resources, the combined sequential process is complete
<1535>.

Operational Example 1

In an operation example of the transportable private cloud
computing platform 100, a mobile transportable private cloud
computing platform 205 is deployed at a coastal city by the
Federal Emergency Management Agency (FEMA) the prior
to the arrival of a major hurricane. In this example, the trans-
portable private cloud computing platform 100 has a portable
generator and fuel supply loaded on the trailer in addition to
the racks, servers, and other equipment. As the city evacuates
in advance of the arrival of the hurricane, a FEMA employee
with little training in the field of cloud computing initializes
the mobile transportable private cloud computing platform
205 by following the guidance of the interface device 105.
Once the FEM A employee creates a private cloud instance on
the mobile transportable private cloud computing platform
205, he is able to utilize the software application migration
system to migrate software applications and data from the
FEMA command center. At this point, the mobile transport-
able private cloud computing platform 205 is operating as a
redundant system, capable of serving as a fail-over system
should the FEMA command center become inoperable. The
mobile transportable private cloud computing platform 205
creates a wireless network, so it operates as a stand-alone unit.

Just prior to the arrival of the hurricane, the mobile trans-
portable private cloud computing platform 205 is relocated to
a safe location out of the path of the hurricane. As the mobile
transportable private cloud computing platform 205 moves
down the highway, it is fully operational because it has an
internal power supply and is connected to the FEMA com-
mand center through the wireless network. When the hurri-
cane strikes the coastal city, the FEMA command center may
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rely on the mobile transportable private cloud computing
platform 205 as a backup system.

Operational Example 2

In an operation example of the transportable private cloud
computing platform 100, a ruggedized transportable private
cloud computing platform 203 is deployed in a remote loca-
tion by the U.S. Army. In this example, the remote location
has no direct connection to the Internet and has intermittent
and unreliable satellite access. The ruggedized transportable
private cloud computing platform 203 is transported to the
remote location on a HMMWYV. Once on site, a soldier with
little training in the field of cloud computing initializes the
ruggedized transportable private cloud computing platform
205 by following the guidance of the interface device 105.

Once the soldier creates a secure private cloud instance on
the ruggedized transportable private cloud computing plat-
form 205, he is able to utilize the software application migra-
tion system to migrate software applications and data to the
ruggedized transportable private cloud computing platform
205 to create a tactical operations center. The ruggedized
transportable private cloud computing platform 205 also cre-
ates and maintains a secure wireless network, so small hand-
held and vehicle-mounted computer systems within range of
the secure wireless network are able to exchange data and
interact with the ruggedized transportable private cloud com-
puting platform 205. An antenna could be attached to the
ruggedized transportable private cloud computing platform
205 to provide more range for the wireless network.

Operational Example 3

In an operational example of the transportable private
cloud computing platform 100, a modular transportable pri-
vate cloud computing platform 204 is deployed in a parking
space by the I'T staff of a hospital. In this example, the IT staff
is preparing to move all the hospital servers and computer
equipment from a server room inside the hospital to a data
center in a building adjoining the hospital. The hospital does
not have the server capacity to move the servers piecemeal,
and it does not have the budget to buy additional servers to
facilitate the move. The modular transportable private cloud
computing platform 204 is rented for a short time to enable
the hospital to complete the relocation of its IT department
and servers.

In this example, a member of the hospital IT staff with little
training in the field of cloud computing initializes the modu-
lar transportable private cloud computing platform 204 by
following the guidance of the interface device 105. Once the
IT staft creates a private cloud instance on the modular trans-
portable private cloud computing platform 204, he is able to
utilize the software application migration system to migrate
software applications and data from the hospital server room
to the modular transportable private cloud computing plat-
form 204. Software applications and data are hosted on the
modular transportable private cloud computing platform 204
and the hospital IT systems continue to operate as the IT staff
relocates equipment to the data center. Once the data center is
operational, software applications and data are transferred
from the modular transportable private cloud computing plat-
form 204 to the data center and the modular transportable
private cloud computing platform 204 is taken out of opera-
tion.

Furthermore, it should be understood that when introduc-
ing elements of the present invention in the claims or in the
above description of the illustrative, but nonlimiting, embodi-
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ment of the invention, the terms “have,” “having,” “includes”
and “including” and similar terms as used in the foregoing
specification are used in the sense of “optional” or “may
include” and not as “required.” Similarly, the term “portion”
should be construed as meaning some or all of the item or
element that it qualifies.

Thus, there have been shown and described several
embodiments of a novel invention. As is evident from the
foregoing description, certain aspects of the present invention
are not limited by the particular details of the examples illus-
trated herein, and it is therefore contemplated that other modi-
fications and applications, or equivalents thereof, will occur
to those skilled in the art. Many changes, modifications, varia-
tions and other uses and applications of the present construc-
tion will, however, become apparent to those skilled in the art
after considering the specification and the accompanying
drawings. All such changes, modifications, variations and
other uses and applications which do not depart from the spirit
and scope of the invention are deemed to be covered by the
invention which is limited only by the claims that follow.

What is claimed is:

1. A transportable private cloud computing platform, com-

prising:

at least one rack adapted to store hardware components for
running a private cloud instance;

a plurality of servers mounted on the rack and capable of
hosting private cloud operating systems, software appli-
cations and data storage, wherein the at least one of the
plurality of servers includes a system management
server that utilizes system management software for
managing the physical resources, the virtual server
instances, and the software;

an interface device adapted to allow a system administrator
to interact with the private cloud instance and to provide
guidance to the system administrator to create and
administer an operational private cloud that is connected
to the plurality of servers;

at least one network switch mounted on the rack; and

apower supply circuit capable of distributing power to the
plurality of servers, the interface device and the at least
one network switch;
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wherein the transportable private cloud computing plat-
form includes a transit case housing the power supply
circuit, the plurality of servers, the interface device and
the at least one network switch, the transit case adapted
to be removably attachable to the transportable private
cloud computing platform.

2. The transportable private cloud computing platform in
accordance with claim 1, wherein the transportable private
cloud computing platform is a stand-alone unit.

3. The transportable private cloud computing platform in
accordance with claim 1, wherein the transportable private
cloud computing platform has a mobility mechanism, the
mobility mechanism adapted to be removably attachable to
the transportable private cloud computing platform.

4. The transportable private cloud computing platform in
accordance with claim 1, wherein the transit case is a hard-
ened transit case.

5. The transportable private cloud computing platform in
accordance with claim 3, wherein the transportable private
cloud computing platform is ruggedized.

6. The transportable private cloud computing platform in
accordance with claim 1, wherein the transit case is a resiz-
able container capable of scaling to larger or smaller form
factors.

7. The transportable private cloud computing platform in
accordance with claim 1, wherein the transportable private
cloud computing platform is adapted to create and maintain a
wireless network.

8. The transportable private cloud computing platform in
accordance with claim 1, wherein the transportable private
cloud computing platform is adapted to be connected to a
public cloud.

9. The transportable private cloud computing platform in
accordance with claim 1, wherein the transportable private
cloud computing platform is adapted to be connected to a
community cloud.

10. The transportable private cloud computing platform in
accordance with claim 1, wherein the interface device
includes at least one of a keyboard, a video display, a mouse
(KVM) switch, and a graphical user interface (GUI).
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